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Abstract
This paper focuses on the trade potential of manufactured exports from countries belonging to the enlarged EU (EU25) to groups of countries of that economic area in 2002. We note that previous results on trade potential, based on the estimation of a gravity model, may be invalid. Thus, we propose a correct approach based on the Poisson Pseudo-Maximum Likelihood estimator and the calculation of confidence intervals with the Delta method. The gravity model includes fixed effects to capture bilateral trade specificities between country groupings. We conclude that CEEC as a group had apparently exhausted the possibilities for export expansion in the EU25, unless dynamic changes were to take place. However, several of the remaining EU25 countries had not yet reached their export potential to the EU25 markets, including to the CEEC as a group. 
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1. Introduction

This paper evaluates the trade potential of manufactured products of each country belonging to the enlarged EU to groups of countries of that economic area at the time of the Eastern enlargement in 2002. Our sample includes all of the current EU member-States with the exception of Cyprus and Malta, due to their small size and specific characteristics (hereafter, referred to as the EU25). 

Three groups of countries will be considered, based on their specificities: the Central and Eastern European Countries (CEEC), the Cohesion Countries (CC) and the remaining countries belonging to the EU25 (EU11). The trade potential is calculated for each EU25 country with each of the three groups considered, and it will show whether the exports of a particular EU25 country to each of the three country groupings had scope for growth by the time of the EU eastern enlargement. 
By the year 2002, the EU25 was already a highly homogeneous group of countries in terms of both economic regime and trade integration. In fact, the process of enlargement of the EU was set in motion by the Europe Agreements - a total of ten agreements signed between the EU and the CEEC between 1991 and 1996 - which led to the inception of a free trade area on 1 January 2002 in respect of the EU25’s manufacturing industries. In addition, the agreements laid the foundations of the accession process by implying full convergence of the domestic systems of the CEEC to the EU acquis communautaire (i.e. the comprehensive body of laws, rules and regulations that govern the EU). The inclusion of the CEEC in our sample allows us to evaluate whether, on the threshold of their adhesion to the EU, trade between the established EU15 members and the CEEC was still lower than what non-restricted trade relations would envisage or instead, that trade potentialities resulting from full adoption of the EU trade rules in the EU25 space were exhausted.

A substantial number of papers have evaluated the trade potential between countries or groups of countries, based on the well-diffused method of estimating a log-linearised version of a gravity model and using the parameters to project expected trade (which is compared with observed trade).
 The assumption is that potential trade is equal to fitted trade (“normal” trade), i.e. trade projected by using the coefficients of the estimated gravity model. If the ratio between fitted trade and observed trade is higher than one, the conclusion is that the country may expand trade in the future; this possibility is excluded if that ratio is lower than one, unless the country improves some of its characteristics. This paper underlines that this technique of evaluating trade potential may have resulted in misleading conclusions and provides guidance towards a correct approach. 
Indeed, two main problems are inherent to the traditional procedure of evaluating trade potentials. 

First, Santos Silva and Tenreyro (2006) have shown that using a log-linear model is not adequate for the consistent estimation of the parameters of the gravity model in the presence of heteroskedasticity. Their reasoning is illustrated with a cross-section model, but it can be extended to panel econometric methods, commonly used to control for heterogeneity.
 Alternatively, these authors propose the Poisson Pseudo-Maximum Likelihood (PML) estimator. The obvious implication is that in no event should the log-linearised version of the gravity model be used to project trade, though this is still the current practice.

Second, conclusions on trade potential should take into account the sampling variation of the ratio between projected trade and observed trade by considering confidence intervals or the test of the hypothesis that this ratio is greater than one. However, this is not usually performed. An exception is Breuss and Egger (1999). Using a cross-section model and the OLS estimator, the authors calculated confidence intervals to assess the sampling variation of trade potential of a country’s export flow to another country. They obtained huge interval spreads, concluding that it is impossible to draw definite statements on trade potential. 
The large confidence intervals obtained by Breuss and Egger (1999) are a typical result of prediction intervals with cross-section data when the individual observation is being predicted instead of the mean. We consider that it is more appropriate to measure potential trade as the prediction of the average trade of the countries with similar characteristics to the country under analysis, rather than the individual country’s trade. This approach not only leads to confidence intervals with reasonable lengths, but it also allows a clearer interpretation of the trade potential results: if we do not reject a result for the ratio higher than one, we can conclude that observed trade is below the average and therefore, the country may expand future trade by employing more efficiently its trade determinants; on the contrary, if a ratio lower than one is not rejected, the conclusion is that the country has only scant possibilities of improving its trade, because it is already operating above the average.
In the case of our study, given that we are not evaluating the trade potential between two countries, as in Breuss and Egger (1999), but between a country and a group of countries, the inference procedure becomes even more complex. This is due to the fact that aggregated flows are a sum of non-linear functions of the parameters, which requires the use of the Delta method to calculate the variance of the predictions.
In this paper, fitted trade is obtained with a gravity model estimated with the adequate PML method. Moreover, conclusions on trade potential will consider prediction intervals based on the aggregated mean trade flow using the Delta method, an approach which has not been yet considered in the literature.  
Following Santos Silva and Tenreyro (2006), we opt for a cross-section model.
 We will impose some restrictions to capture unobserved heterogeneity such as multilateral resistance.
 Anderson and van Wincoop (2003) proposed to include exporter and importer specific fixed effects to control for multilateral resistance in the context of panel data. However, since we have a cross section we concluded that we do not have enough information to estimate the additional number of parameters (50) with reasonable variances, and have opted instead to include fixed group-pair effects. An additional advantage of including these dummies is to provide information on trade potential between/intra groups of countries.
To allow a view of how biased the results would be if obtained with the traditional approach, we will also present the gravity coefficients and the trade potentials calculated with the log-linearised version of the gravity model.
The remainder of the paper is organised as follows. In section 2, we estimate two gravity models, one making use of the PML estimator and the other using the classic OLS estimator, followed by a comparison of their results. In section 3, we calculate the trade potential for each of the EU25 countries with each of the three groups of countries that we consider with both estimators. Section 4 concludes. 

2. The Gravity Model

The gravity model, which underwent a strong revival in the 1990s partly as a consequence of its use to project bilateral trade relations, explains the geographical distribution of the (bilateral) trade flows between a given country (or region) and different partners.  Inspired by the gravity law of physics, it is based on the assumption that bilateral trade volumes between two countries (either the export or the import flow) are directly proportional to their market size (economic mass), generally measured by GDP and population and inversely proportional to the geographical distance between their “economic centres of gravity”. This basic model has been augmented by several trade-impediment and preference factors of bilateral trade relations, such as a common border, a common language, preferential trade relations, monetary variables to capture the role of exchange-rate variability and of a common currency between trading partners,
 as well as a location index to take the remoteness of a country into consideration. Most of these effects are now common additions to recent gravity models (the so-called augmented model
) and will also be considered in the specification that we use.  

Our model considers bilateral manufacturing trade between the EU25 countries in  2002. Thus, data consists of a cross-section series of 600 bilateral trading pairs of countries. None of the observations represent problematic zero-trade flows. 

In sub-section 2.1, the gravity model specification will be introduced and the standard OLS and PML alternative estimation procedures will be discussed and compared, while sub-section 2.2 includes the description of the variables. Results will be presented and discussed in sub-section 2.3. 

2.1. Model Specification and Estimation
The traditional specification of the gravity equation for the volume of trade (either exports or imports) between countries i and j is given by the equation:
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The usual approach to estimate the unknown coefficients of (2) relies on the OLS of the equation:
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with 
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To overcome these problems, Santos Silva and Tenreyro (2006) propose the use of the PML estimator with the robust Eicker-White estimator for the covariance matrix. This is the approach that we follow in this paper, although for the sake of comparison we also use the OLS estimation of equation (3).
2.2. Explanatory Variables
We will consider as the dependent variable of our model the import flows,
 on the basis of the assumption that countries tend to monitor their imports more carefully than their exports.
 
With regard to the independent variables included in
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, the GDP (MGDP, XGDP) of both countries involved in the bilateral trade flows and their populations (MPOP, XPOP) are used as proxies for the “economic mass” variables.

The intensity of bilateral trade variables is also captured by an absolute distance variable between both countries (DIST), the degree of correspondence between the export structure of a country and the import structure of its trade partner, the so-called commodity composition of trade (CCT), and the magnitude of the reciprocal flow to the country that is being considered in the respective regression as the dependant variable lagged one year (RECI (-1)). We added dummy variables to capture both countries sharing a common border (NEIGH), the same language (IDIOM), having the euro as their common currency (EURO), the landlockedness of either the importing or the exporting country (MLOCK, XLOCK) and a possible specific German bias (GERMAN) in order to control for Germany´s strong weight in the EU25 members’ trade.
 We also added a variable for the case in which the nationals of a given country represent a significant share of population in its trading counterpart, although this was never statistically significant in any of the estimations that were attempted.

We introduced eight group-pair dummies designated as follows: CEEC-CEEC; CEEC-CC; CEEC-EU11; CC-CEEC; CC-CC; CC-EU11; EU11-CEEC and EU11-CC, in each of which the first refers to the group of the exporting country and the second to the group of the importing country. For instance, if for a given pair of countries i and j  EU11-CC equals to 1 signifies that the exporting country j belongs to the EU11 group and the importing country i to the CC group. The EU11–EU11 dummy is taken as the base group. The inclusion of these dummies aims to control heterogeneity at the country-group level. Indeed, it is possible that a country grouping exports different amounts to each of the considered groups due to unobserved “environmental” factors deterministically linked to the groups’ specific characteristics (for instance, geographical, political, historical, specialisation pattern features, among other structural determinants) that affect the level of trade and are correlated with the gravity variables. 
The interpretation of the group-pair dummies is the following, considering, for instance, the EU11-CC dummy. A negative (positive) coefficient means that on average exports from countries in EU11 to countries in CC are smaller (higher) than exports of countries in the base group (EU11-EU11), all other trade determinants being equal. Therefore, we can argue that exports from countries in EU11 to countries in CC have potential for growth (have exhausted their current trade capacities). 
The GDP variables are calculated at market exchange prices (MES), following the argument of authors such as Gros and Gonciarz (1996) or Frankel (1997), according to which the proper measure of a country’s trade potential should be based on the international value of goods and services and not on how affluent its inhabitants are, as would be the case if GDP were calculated in terms of purchasing power parity (PPP).

The absolute distance variable (DIST) is included as a measure of the various costs that may be associated with distance and it is assumed to be negatively related to trade flows. The most popular absolute distance variable is the distance between capitals, which is assumed to be a proxy for the “economic centre” of a country. It is widely recognised that the measurement of distances between capitals may not be the most appropriate choice (for instance, when capitals are very close, such as the case of Austria and Slovakia). However, Boisso and Ferrantino (1997) found very little difference between the gravity equation using either the distance between the most populous cities or the geographical centres. In our case, we opted to proxy the absolute distance by the geodesic distance between capitals,
 measured as the surface distance between two points of latitude and longitude (great-circle distance).
 The main problem with this measure of absolute distance is the fact that it does not take into account a whole series of trade impediments that surely matter, such as real transport costs, complex orography, waiting times at borders,
 transport infrastructure quality
 or differences between maritime, road or rail costs, which could not be included due to the lack of data.

Since Polak (1996), it has been considered that not only the absolute distance between two economies, but also their geographical location as regards the trade-economic centre influences bilateral trade volumes. The hypothesis is that two countries located far away from this centre tend to rely to a larger extent on trade with each other. Omitting countries’ relative locations may thus lead to an underestimate of trade flows that take place between countries geographically isolated from the trade-economic centre and an overestimate in the case of centrally-located countries. Accordingly, Polak proposed the inclusion of a measure of this relative location, in addition to the absolute distance variable between a country and its counterparts.

In the case of our study, the inclusion of the relative distance variable seems irrelevant given that European countries are geographically closely located. Indeed, we have tested the impact of a relative distance variable built following Javorcik’s (2001) methodology,
 by measuring the geodesic distance between the midpoint of each trading-country pair and a previously defined trade-economic centre, which, in the case of this paper, is the Ostbayern (Bavarian Forest, Germany), quite near to the Czech and Austrian borders.
 As expected, its coefficient was never statistically significant. 
The option to include the commodity composition of trade (CCT) was also taken in several gravity model studies, namely, Linnemann and Beers (1988), Beers and Linnemann (1992), Arnon et al. (1996), Beers and Biessen (1996), and Lamotte (2002), although only Lamotte (2002) aimed to evaluate the trade potential by making use of the gravity models’ coefficients. The assumption is that an exporting country with a supply vector that comprehensively fits the import needs of its counterparts is likely to have better export prospects than an exporter with a poorly-matching export structure. This is especially true in the case of large importers and has been theoretically grounded
 in the demand-related factors suggested by Linder’s theory that envisages international trade as an extension across national frontiers of a country’s own network of economic activity (see Linder, 1961, pp. 88). Two trade indexes have alternatively been used in the literature to measure the CCT, namely, the Cosine Measure (COS) (1), introduced by Linnemann (1966), and the Export-Import Similarity Index (EIS) (2), created by Finger and Kreinin (1979) and later upgraded by Linnemann and Beers (1988). Both are relative indexes and thus immune to the absolute magnitudes of values. Their formulae are as follows:

[image: image26.wmf]å

å

å

=

k

k

jk

ik

k

jk

ik

ij

m

e

m

e

COS

2

2

.

.




[image: image27.wmf]å

å

å

ú

ú

ú

û

ù

ê

ê

ê

ë

é

=

k

k

jk

jk

k

ik

ik

ij

m

m

e

e

EIS

,

min

    
where
[image: image28.wmf]ik

e

 equals multilateral exports of commodity k by country i to the rest of the world and 
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 equals multilateral imports of commodity k by country j from the rest of the world. Note that both the export vector of the country i (
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) are composed of n elements (k = 1,... , n), where n is the total number of commodities. An index value of one would indicate perfect overlap of the exporting structure of a country with the importing structure of its trade partner, while a value of zero would indicate a complete difference. We used data disaggregated at the 6-digit level of the Comext Combined Nomenclature. We opt for the COS measure despite the fact that both variables are strongly correlated and although, to some extent, they display similar results. This choice was based on its relatively wider variance, which is an advantage considering that this variable will be used as the regressor in the econometric model. 
The RECI(-1) variable merits an explanation. It points to the possibility of the one-way trade flow being influenced by its inverse flow (lagged one year), due to market familiarity-related links that may reduce the trading costs between two countries and, subsequently, be beneficial to both. Moreover, it is a proxy for omitted variables in bilateral trade. The lagged value of the reciprocal flow is used to avoid possible endogeneity problems.  
All the above variables are expected to promote bilateral trade flows with the exception of DIST, XPOP, MLOCK and XLOCK, which are expected to be negatively correlated with trade.

The Appendix presents a detailed description of all the variables introduced in the gravity model, including their statistical sources and summary statistics.
2.3. Econometric Results

Table 1 reports the results obtained from making use both of the PML and the OLS estimators. In the tables, the prefix L applied to the name of a variable refers to its natural logarithm. We first estimated a standard model which includes the variables usually used in the literature. Then, we estimated the model in which we add the commodity composition of trade, the lagged reciprocal flow and the group-pair dummies (full model) and, finally, we considered a reduced version of the latter, which includes only the variables that proved to be significant. All models were estimated with PML and OLS. A heteroskedasticity consistent RESET test to detect specification errors was calculated together with the Wald test for joint-significance of the excluded variables and p-values are reported. To check the adequacy of the log-linear model a Park test was performed as well following Santos Silva and Tenreyro (2006) and the corresponding p-values were included in table 1.
Our first conclusion is that the standard gravity equation is ill-specified according to RESET test, revealing most possibly an omitted variable bias in the coefficient estimators. The adding of the new variables overcomes this problem when coefficients are estimated with the PML, but not with OLS. Moreover, the validity of the log-linear OLS model was also rejected with the test of Park. These results strengthen the findings of Santos Silva and Tenreyro (2006) regarding the inadequacy of the OLS estimation of the log-linear gravity equation referred to in Section 2.1.
Table 1
With reference to the addition of the new variables to the PML standard model, they have the effect of rendering exporter’s population and landlocked statistically significant, while the existence of a common border becomes irrelevant and the elasticity estimates of the distance, the GDP-related variables, common language, common euro currency and German bias decrease in absolute value. 
The estimates obtained for the PML with all the variables show that foreign trade flows involving the EU25 members in 2002 were, on one hand, positively influenced by the exporter’s and importer’s GDP, importer’s population, common language, the commodity composition of trade, common euro currency, German bias and the lagged reciprocal flow. On the other hand, these flows were negatively influenced by the distance, the exporting country’s population and the exporting country being landlocked. 
We note that in spite of the fact that our estimates are not directly comparable to other studies, since we choose a different specification for the gravity equation, all the above-mentioned results are in consonance with the expected signs. We also observe that the magnitude of the elasticities of XGDP and MGDP depicts a tendency for trade to grow in lesser proportion to economic size, a result also found in similar studies.
All OLS estimates are comparable in magnitude to those resulting from the PML, except for the intercept, given the need to scale the dependent variable when performing the PML estimation. As expected, there are differences between both results that are worth highlighting. Comparing the results for the full version, we find a negative bias for OLS on geographical distance (with OLS, the trade-resistance estimated effect of distance is higher) and OLS positive bias on the GDP and population-related variables. These results are very similar to those observed by Santos Silva and Tenreyro (2006). Furthermore, the common language and the German bias variables are no longer significant, while the expected (negative) effect of the importing country being landlocked is now confirmed. Also noteworthy is the fact that in the case of the exporting country being landlocked, the estimate no longer shows the expected sign, as it becomes positive.
Concerning the results of the dummies for the bilateral relations between the groups of countries in the case of the PML estimator, we conclude that, on average, CEEC exports tend to be higher for all group destinations (CC, EU11 and CEEC itself) than in the base group, i.e. intra-EU11 exports, the same occurring with EU11 exports to the CC. On the contrary, CC exports to the CEEC, on average, are smaller than exports of EU11 to EU11. More specifically, keeping all other trade determinants unaltered, intra-CEEC exports tend to be higher by almost 120% than intra-EU11 exports, while exports of CEEC to EU11 tend to be 109% higher than exports of EU11 to EU11. Additionally, exports of CEEC to CC tend to be 83% higher than intra-CC exports or intra-EU11 exports. Focusing our attention now on the reciprocal flows, exports of EU11 to CEEC are not statistically different, on average, to exports of EU11 to EU11 and exports of CC to CEEC tend to be 22% lower, on average, than intra-CC exports or intra-EU11 exports, keeping all other trade determinants the same. 
Thus, we can conclude there is no evidence of a margin to increase CEEC exports to the enlarged EU in the period preceding their adhesion to the EU, whereas it does appear that these countries had the potential to absorb increasing imports from the CC countries. Of course, these results are obtained assuming that the country/country group characteristics are static (for instance, the picture would be different if the GDP of the importing and/or the exporting countries changed).
It is noteworthy that the margin for export growth of the CC to the CEEC shown to be relevant with PML loses significance with OLS. In fact, if based on OLS estimates, the conclusion would have been erroneously drawn that no specific group of countries showed a capacity to expand its trade in 2002. 
3. Trade potential at the country level
In this section, we measure the trade potential of each individual EU25 country with each of the previously-defined country groupings. 
A ratio higher than one means that the country has not been able to export to its full capacity, compared to the average behaviour of the (EU25) countries with the same characteristics. On the other hand, a ratio smaller than one means that the country’s exports are higher than those expected of a country with the same characteristics, implying that it has exhausted its current export capacities. 
Two observations are pertinent with regard to the interpretation of these ratios. First, the existence of a trade potential is beneficial only if the country is able to perform adjustments to make a better use of its current capacities.  Second, countries with a ratio lower than one can increase their trade by changing their trade determinants.
Fitted exports were calculated both from the PML estimator and the OLS to allow a comparison, although, and according to section 2.1, the latter would be inadequate for the predicted values to be obtained, due to the effect of Jensen’s inequality. Despite basing our projections on a regression for imports, we will interpret the results in terms of the export capacities. 
We define trade potential from country i to group k as the ratio between 
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 calculated from both the PML and OLS regressions. Confidence intervals for the latter expectation were obtained with the Delta method
 and then transformed into the desired ratio.  For OLS we considered the usual estimate
[image: image35.wmf]å

Î

Sk

j

ij

T

)

n

ˆ

exp(l

, despite its lack of consistency for the reasons presented in section 2.1. Note that because we are projecting a sum of countries’ trade, we have a sum of exponentials of the coefficients estimates, so that the usual method of obtaining confidence intervals, also used by Breuss and Egger (1999), cannot be applied here. The results are presented in Tables 3 and 4.
Taking into account sampling variation, we identify a trade potential whenever the lower limit of the confidence interval is higher than one. On the other hand, whenever the lower limit suggests a result different from the upper limit, one may conclude that evidence on trade potential is ambiguous. Results from the PML regression in Table 3 show that 30 cases (out of 75) fall into this last category.
Table 2  

Focusing on the figures in Table 3, it can be seen that the non-CEEC countries showing scope to increase their market share in the CEEC are Denmark, Netherlands, Sweden, UK, Ireland and Portugal. Estonia, Lithuania and Slovenia display a trade potential with both the EU11 and the CC and Slovakia with the CC. Focusing on the relations within each country grouping, the following countries show evidence of a trade potential: Denmark, France, Luxembourg and UK in the EU11 case; with regard to intra-trade in the CC, it is evident for Greece and Portugal, while CEE countries that show market opportunities in exports to countries of their own group are Bulgaria, Hungary, Lithuania and Slovenia. Sweden shows a trade potential in its trade relations with the CC, while Greece and Spain exhibit export potential to the EU11. 

Finally, the estimates with the OLS estimator presented in Table 4 induce conclusions that contrast with the previous ones in several cases (33), as expected. 
Table 3  

4. Conclusions

With reference to the OLS estimator used in other papers to estimate the gravity model, we observed the PML superiority, not only because of Jensen’s inequality and the inconsistency of OLS when heteroskedasticity is present, but also particularly in our empirical study, in terms of the RESET test results. Additionally, some results obtained with the OLS estimator clearly differ from those displayed by the PML estimator. Consequently, we have evidence that previous OLS results might be biased in terms of the variables’ individual coefficients and hence, of the potential trade evaluation. 
In addition, we have shown that conclusions on trade potential based on the estimated ratio of the gravity model estimted ed  sample variation of the latter by considering confidence interbalsated ration my be abised if the  to the esmay be invalid without an adequate consideration of the confidence intervals. Even if the gravity model is properly estimated, we have shown that the projected trade potential ratio may produce ambiguous conclusions when taking into account sampling variation, casting additional doubt on previous trade potential results. 
Furthermore, we have shown that the bilateral trade flows related to the EU25 members follow the normal rules of gravity. The dummy figures indicate that CEEC exports may have progressively conquered the EU25 market during the liberalisation process, displaying an export performance in 2002 above the average of the countries from other groups with similar characteristics. Therefore, CEEC have apparently exhausted their possibilities for export expansion in the EU25, unless dynamic changes have taken place in the intervening years. However, some of the remaining EU25 countries, more specifically, the CC group, have not yet reached their export potential to the CEE markets. This asymmetry may be explained by the fact that the process of trade liberalisation that preceded the free trade area of 2002 favoured the CEEC, as market openness was slower on their side, and is broadly consistent with results of other gravity models which used a panel data approach (for instance, Egger, 2002, Caetano and Galego, 2005 and Bussiere et al, 2005). 

As expected, not all individual UE25 countries behaved according to the average of the group they belong to. For instance, in the case of the CEEC group, several countries were shown to be still below their “normal” trade when exporting either to the other groups, or to countries of their own group. 
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Appendix

Countries Included in the Data Set

Austria, Belgium, Bulgaria, The Czech Republic, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Ireland, Italy, Latvia, Lithuania, Luxembourg, The Netherlands, Poland, Portugal, Romania, Slovakia, Slovenia, Spain, Sweden and the United Kingdom.

Variables

Dependent Variable

M - Nominal Import (cif) flows of manufactured products (covering Comext’s 2-digit Combined Nomenclature, codes 16 to 98), measured in thousands of euro, 2002. Source: European Commission’s Comext Database. 

Independent Variables

DIST - Absolute Distance: the geodesic distance between capitals (in the case of The Netherlands, Amsterdam substitutes Den Haag), measured as the surface distance between two points of latitude and longitude (great circle distance), expressed in kilometers. Source:www.wcrl.ars.usda.gov/cec/java/lat-long.htm.

MGDP/XGDP – Importer/Exporter country’s Nominal Gross Domestic Product at Market Prices, expressed in thousands of euro, 2002. Source: Eurostat’s New Cronos Database, Nov. 24th, 2003.

MPOP/XPOP – Importer/Exporter country’s Population, expressed in thousands of people at the end of 2002. Source: Eurostat’s New Cronos Database, November 24th, 2003.

NEIGH - Neighbouring Dummy Variable: equal to one if two trading partners share a land or sea border, zero otherwise. Source: CIA’s World Factbook 2003 on www.cia.gov/cia/publications/factbook/index.html.

IDIOM - Common Language Dummy Variable: equal to one if two trading partners share a same official language, zero otherwise. Source: CIA’s World Factbook 2003 on www.cia.gov/cia/publications/factbook/index.html.

ETHN - Ethnic Dummy Variable: equal to one if there is in one of the countries an ethnic minority of the other country that represents more than 5% of total population of the latter, zero otherwise. Source: CIA’s The World Factbook 2003.

CCT – Commodity composition of trade (COS Variable): complementarity measure of trading structures. See formula in the text. Covering 6-digit CN yearly data of manufactured products for 2002. Source: European Commission’s Comext Database.
EURO - Euro Dummy Variable: equal to one if both countries involved in the trade flow share the euro as a common currency, zero otherwise.

RECI(-1) – Reciprocity: the opposite trade flow of the dependant variable (2-digit of the Combined Nomenclature), measured in thousands of euro. Source: European Commission’s Comext Database, 2001 and 2002.
GERMAN - German Dummy Variable: equal to one if one of the countries involved in the trade flow is Germany, zero otherwise.

MLOCK/XLOCK - Landlockedness Dummy Variable for the Importer/Exporter country: is equal to one if the importing country has no direct connection to sea, zero otherwise.

Specific group-pair dummies: CEEC-CEEC; CEEC-CC; CEEC-EU11; CC-CEEC; CC-CC; CC-EU11; EU11-CEEC; EU11-CC and EU11–EU11. Equal to one if the exporting country belongs to the first group and the importing country to the second group, zero otherwise. 
 Summary Statistics for the variables used in the gravity equations
	
	Mean
	Std Dev
	Minimum
	Maximum

	M
	2915413.23
	7566943.76
	69.07
	6.52618x107

	DIST
	1305.517
	679.2893
	57
	3359

	GDP
	3.86294 x108
	5.80148 x108
	6903966
	2.11040 x109

	POP
	19421.1
	22670.19
	446.2
	82488

	CCT
	0.43126
	0.16378
	0.054274
	0.85398

	RECI(-1)
	2852522
	7508604
	203.422
	6.53608 x107

	NEIGH
	0.13
	0.34
	0
	1

	IDIOM
	0.03
	0.17
	0
	1

	ETHN
	0.02
	0.13
	0
	1

	EURO
	0.18
	0.39
	0
	1

	GERMAN
	0.08
	0.27
	0
	1

	MLOCK
	0.20
	0.40
	0
	1

	XLOCK
	0.20
	0.40
	0
	1

	EU11-EU11
	0.18
	0.39
	0
	1

	EU11-CEEC
	0.18
	0.39
	0
	1

	EU11-CC
	0.07
	0.26
	0
	1

	CEEC-CEEC
	0.15
	0.36
	0
	1

	CEEC-EU11
	0.18
	0.39
	0
	1

	CEEC-CC
	0.07
	0.25
	0
	1

	CC-CC
	0.02
	0.14
	0
	1

	CC-EU11
	0.07
	0.26
	0
	1

	CC-CEEC
	0.07
	0.25
	0
	1


This table includes the summary statistics for the 25 EU countries in 2002.
Table 1 – Estimation results for bilateral trade flows between EU25 countries
	
	PML Stand.
	PML Full
	PML Red.
	OLS Stand.
	OLS Full
	OLS Red.

	C
	-21.8934***
	-18.1098***
	-18.9646***
	-9.6041***
	-5.7758***
	-6.36631***

	
	(1.1617)
	(2.1839)
	(1.5483)
	(1.1185)
	(1.7648)
	(1.3368)

	LDIST
	-0.7355***
	-0.3821***
	-0.4305***
	-1.3776***
	-0.6934***
	-0.7596***

	
	(0.0791)
	(0.0857)
	(0.0668)
	(0.0768)
	(0.0943)
	(0.0788)

	LMGDP
	0.5399***
	0.0927
	0.1631***
	0.6758***
	0.1480
	0.2099***

	
	(0.0503)
	(0.1203)
	(0.0583)
	(0.0458)
	(0.1095)
	(0.0593)

	LXGDP
	0.7017***
	0.6462***
	0.6684***
	0.9431***
	0.8374***
	0.8553***

	
	(0.0538)
	(0.1706)
	(0.1229)
	(0.0432)
	(0.0936)
	(0.0883)

	LMPOP
	0.1657***
	0.2487**
	0.1901***
	0.1961***
	0.2859***
	0.2400***

	
	(0.0621)
	(0.1157)
	(0.0471)
	(0.0573)
	(0.1003)
	(0.0527)

	LXPOP
	-0.0236
	-0.4085**
	-0.4276***
	-0.0043
	-0.3302***
	-0.3369***

	
	(0.0750)
	(0.1659)
	(0.1274)
	(0.0459)
	(0.0808)
	(0.0772)

	LCCT
	
	0.6887***
	0.7032***
	
	0.4148***
	0.4095***

	
	
	(0.1291)
	(0.1322)
	
	(0.1231)
	(0.1194)

	LRECI(-1)
	
	0.4801***
	0.4869***
	
	0.4393***
	0.4367***

	
	
	(0.0569)
	(0.0543)
	
	(0.0455)
	(0.0452)

	NEIGH
	0.2033**
	0.0880
	
	0.2128
	0.1317
	

	
	(0.1013)
	(0.0873)
	
	(0.1366)
	(0.0990)
	

	IDIOM
	0.3513**
	0.2183**
	0.2136**
	-0.2521
	0.0105
	

	
	(0.1639)
	(0.0990)
	(0.0973)
	(0.1929)
	(0.1453)
	

	EURO
	0.4449***
	0.2454***
	0.2696***
	0.4299***
	0.2534***
	0.2855***

	
	(0.0972)
	(0.0852)
	(0.0788)
	(0.0870)
	(0.0897)
	(0.0812)

	MLOCK
	-0.1632
	-0.0348
	
	-0.4049***
	-0.4070***
	-0.4377***

	
	(0.0995)
	(0.0770)
	
	(0.0906)
	(0.0816)
	(0.0739)

	XLOCK
	-0.1719
	-0.2599***
	-0.2641***
	0.1995**
	0.2133***
	0.2046***

	
	(0.1194)
	(0.0895)
	(0.0879)
	(0.0824)
	(0.0762)
	(0.0755)

	GERMAN
	0.3689***
	0.1753***
	0.1706***
	0.0732
	0.0367
	

	
	(0.0833)
	(0.0635)
	(0.0636)
	(0.0951)
	(0.0731)
	

	EU11-CEEC
	
	0.6846**
	0.7345***
	
	0.6743***
	0.7340***

	
	
	(0.3038)
	(0.2199)
	
	(0.1803)
	(0.1682)

	EU11-CC
	
	-0.0609
	
	
	-0.1110
	

	
	
	(0.1551)
	
	
	(0.1387)
	

	CEEC-CEEC
	
	0.6093
	0.7875***
	
	0.4551
	0.6351***

	
	
	(0.3807)
	(0.2340)
	
	(0.3032)
	(0.1892)

	CEEC-EU11
	
	-0.1495
	
	
	-0.1573
	

	
	
	(0.2285)
	
	
	(0.2156)
	

	CEEC-CC
	
	-0.4215
	-0.2434*
	
	-0.2170
	

	
	
	(0.2621)
	(0.1260)
	
	(0.2337)
	

	CC-CC
	
	0.0622
	
	
	0.0560
	

	
	
	(0.2781)
	
	
	(0.2532)
	

	CC-EU11
	
	0.3276***
	0.3683***
	
	0.3898***
	0.4501***

	
	
	(0.0883)
	(0.0787)
	
	(0.1149)
	(0.1028)

	CC-CEEC
	
	0.4734
	0.6037**
	
	0.5912***
	0.7075***

	
	
	(0.3319)
	(0.2376)
	
	(0.2077)
	(0.1743)

	B.I.C.
	266.680
	289.432
	273.628
	734.541
	666.259
	645.779

	RESET (p-value)
	0.000
	0.153
	0.353
	0.000
	0.000
	0.002

	Wald (p-value)
	
	
	0.782
	
	
	0.817

	Park (p-value)
	
	
	
	0.000
	0.000
	0.000

	N
	600
	600
	600
	600
	600
	600


PML is the Poisson pseudo maximum likelihood estimator of the gravity equation (2) while OLS is the OLS of the log-linearized equation (3). Stand refers to the baseline specification of the gravity equation while Full is the equation added with the variables proposed by the authors; Red stands for the reduced version of the Full equation. Exclusion restrictions were tested with the Wald test. Robust standard errors are included in brackets. The table includes also the p-values of the RESET specification test and the Park test (which tests the validity of the log-linear model under the null) together with the Schwartz information criterion (BIC).

Table 2 – Ratio of Potential to observed Exports in terms of the PML estimator for intra-EU25 trade with confidence limits at 90%.
	Exporter
	EU11 as Importer
	CEEC as Importer
	CC as Importer

	
	TP
	Low
	Upp
	TP
	Low
	Upp
	TP
	Low
	Upp

	Austria
	1.08
	0.94
	1.22
	0.92
	0.77
	1.07
	1.05
	0.87
	1.23

	Belgium
	0.88
	0.79
	0.97
	1.11
	0.97
	1.25
	1.04
	0.89
	1.19

	Denmark
	1.28
	1.11
	1.45
	2.43
	2.06
	2.80
	1.17
	0.98
	1.37

	Finland
	0.84
	0.76
	0.93
	0.89
	0.75
	1.04
	0.77
	0.64
	0.90

	France
	1.23
	1.14
	1.32
	0.93
	0.82
	1.03
	1.04
	0.93
	1.15

	Germany
	0.88
	0.81
	0.96
	0.92
	0.81
	1.02
	1.03
	0.90
	1.16

	Italy
	0.92
	0.85
	0.99
	0.83
	0.74
	0.92
	0.86
	0.76
	0.95

	Luxembourg
	1.40
	1.12
	1.69
	1.28
	0.98
	1.58
	0.95
	0.70
	1.21

	Netherlands
	0.81
	0.74
	0.88
	1.18
	1.06
	1.31
	1.11
	0.96
	1.26

	Sweden
	1.13
	0.99
	1.27
	1.61
	1.37
	1.85
	1.43
	1.21
	1.66

	UK
	1.24
	1.21
	1.35
	1.92
	1.70
	2.14
	0.93
	0.77
	1.10

	Bulgaria
	1.01
	0.79
	1.23
	2.32
	1.73
	2.90
	0.66
	0.48
	0.83

	Czech R.
	1.10
	0.96
	1.24
	0.76
	0.62
	0.90
	0.93
	0.75
	1.10

	Estonia
	1.30
	1.04
	1.57
	1.07
	0.85
	1.29
	1.54
	1.20
	1.88

	Hungary
	0.74
	0.64
	0.83
	1.26
	1.04
	1.48
	0.70
	0.57
	0.82

	Latvia
	1.00
	0.77
	1.23
	1.31
	0.95
	1.67
	1.32
	0.96
	1.68

	Lithuania
	1.63
	1.37
	1.90
	1.76
	1.41
	2.12
	2.59
	2.06
	3.11

	Poland
	0.96
	0.82
	1.10
	0.88
	0.73
	1.04
	0.96
	0.77
	1.14

	Romania
	0.59
	0.46
	0.73
	1.29
	0.97
	1.62
	0.82
	0.62
	1.02

	Slovakia
	1.03
	0.88
	1.19
	0.66
	0.54
	0.79
	1.51
	1.21
	1.80

	Slovenia
	1.95
	1.51
	2.40
	2.28
	1.66
	2.89
	3.70
	2.72
	4.69

	Greece
	3.17
	2.55
	3.80
	1.11
	0.90
	1.32
	3.36
	2.69
	4.04

	Ireland
	0.69
	0.61
	0.77
	1.50
	1.18
	1.82
	0.61
	0.51
	0.71

	Portugal
	1.07
	0.90
	1.24
	1.65
	1.36
	1.94
	1.56
	1.27
	1.86

	Spain
	1.22
	1.10
	1.34
	0.79
	0.66
	0.92
	0.60
	0.51
	0.69


We report the trade potential ratio (TP) of each country with each of the three groups of countries considered. Predicted (potential) exports were calculated with the PML estimator of the reduced model (PML Red in table 2). We report also the confidence limits for the trade potential ratio where Low stands for the lower limit and Upp for the upper one. Variance was calculated with the Delta method. We consider evidence of trade potential whenever the lower limit is higher than one. Evidence on trade potential is ambiguous whenever the lower limit and the upper limit point to a different conclusion.
Table 3 – Ratio of Potential to observed Exports in terms of the OLS estimator for intra-EU25 trade with confidence limits at 90%.
	Exporter
	EU11 as Importer
	CEEC as Importer
	CC as Importer

	
	TP
	Low
	Upp
	TP
	Low
	Upp
	TP
	Low
	Upp

	Austria
	1.29
	1.11
	1.47
	1.30
	1.04
	1.57
	1.34
	1.10
	1.57

	Belgium
	0.85
	0.73
	0.97
	0.71
	0.64
	0.78
	0.87
	0.72
	1.01

	Denmark
	1.14
	0.99
	1.29
	1.81
	1.64
	1.99
	0.89
	0.74
	1.05

	Finland
	0.61
	0.55
	0.67
	0.83
	0.69
	0.97
	0.57
	0.48
	0.67

	France
	1.65
	1.45
	1.85
	0.95
	0.85
	1.05
	1.38
	1.15
	1.62

	Germany
	0.98
	0.88
	1.08
	1.00
	0.86
	1.13
	1.04
	0.87
	1.21

	Italy
	0.98
	0.88
	1.08
	0.84
	0.76
	0.92
	1.04
	0.86
	1.21

	Luxembourg
	1.43
	1.14
	1.72
	0.99
	0.80
	1.17
	0.99
	0.77
	1.20

	Netherlands
	0.87
	0.78
	1.00
	0.87
	0.80
	0.94
	1.04
	0.87
	1.21

	Sweden
	0.84
	0.72
	0.95
	1.19
	1.07
	1.32
	1.01
	0.83
	1.20

	UK
	1.72
	1.49
	1.95
	1.77
	1.60
	1.94
	1.15
	0.93
	1.37

	Bulgaria
	0.57
	0.48
	0.66
	1.27
	1.00
	1.54
	0.47
	0.37
	0.57

	Czech R.
	1.40
	1.20
	1.60
	0.69
	0.57
	0.81
	1.00
	0.83
	1.17

	Estonia
	0.79
	0.63
	0.94
	0.44
	0.34
	0.54
	0.78
	0.64
	0.91

	Hungary
	0.82
	0.71
	0.93
	1.28
	1.08
	1.47
	0.80
	0.67
	0.93

	Latvia
	0.67
	0.53
	0.80
	0.79
	0.58
	1.00
	0.85
	0.67
	1.03

	Lithuania
	0.83
	0.71
	0.94
	0.87
	0.68
	1.07
	1.25
	1.04
	1.46

	Poland
	1.02
	0.86
	1.17
	0.63
	0.53
	0.73
	0.94
	0.79
	1.10

	Romania
	0.41
	0.35
	0.48
	0.78
	0.63
	0.92
	0.69
	0.57
	0.81

	Slovakia
	1.04
	0.88
	1.20
	0.53
	0.43
	0.62
	1.28
	1.04
	1.52

	Slovenia
	1.15
	0.97
	1.34
	0.93
	0.71
	1.15
	2.20
	1.78
	2.63

	Greece
	2.31
	1.95
	2.68
	1.11
	0.95
	1.26
	2.37
	1.99
	2.76

	Ireland
	0.51
	0.45
	0.56
	0.97
	0.87
	1.07
	0.48
	0.41
	0.55

	Portugal
	0.66
	0.57
	0.76
	1.10
	0.96
	1.24
	1.34
	1.10
	1.57

	Spain
	1.11
	0.99
	1.23
	0.74
	0.67
	0.81
	0.65
	0.56
	0.74


We report the trade potential ratio (TP) of each country with each of the three groups of countries considered. Predicted (potential) exports were calculated with the OLS estimator of the reduced model (OLS Red in table 2). We report also the confidence limits for the trade potential ratio where Low stands for the lower limit and Upp for the upper one. Variance was calculated with the Delta method. We consider evidence of trade potential whenever the lower limit is higher than one.  Evidence on trade potential is ambiguous whenever the lower limit and the upper limit point to a different conclusion.
� The authors are indebted to J.M.C. Santos Silva and to an anonymous referee for their helpful comments. Useful comments received at the 4th annual European Economic and Financial Society conference and the 7th annual European Trade Study Group conference are equally acknowledged. We express our grateful appreciation for the financial support received from the Fundação para a Ciência e a Tecnologia, under the FCT/POCTI, partially funded by FEDER and the Fundo de Apoio à Comunidade Científica.


� Note that other authors have assessed the trade potential of the CEEC and the EU members by including the CEEC in the sample of countries under consideration (in-sample approach) as the period of their analysis approached the full adoption by the CEEC of the EU trade rules (see, for instance, Baldwin,1994; Nilsson, 2000; or Caetano and Galego,2005), while other authors have opted for excluding the CEEC from the regression analysis (such as, for instance, Wang and Winters,1992; Hamilton and Winters, 1992; or Brülhart and Kelly 1999).


� See, for instance, among the pioneers, Wang and Winters (1992), Hamilton and Winters (1992) and Baldwin (1994).


� For cross-section gravity modelling see, for instance, Brülhart and Kelly (1999) or Nilsson (2000). For panel data modelling, see, for instance, Baldwin (1994), Gros and Gonciarz (1996), Mátyás (1997), Egger (2000), Egger (2002), Egger and Pfaffermayr (2003),  De Benedictis and Vicarelli (2005)  and Cheng and Wall (2005).


� An exception is Helmers and Pasteels (2005).


� This was also the option of Helmers and Pasteels (2005) in trade potential calculations.


�  Related to the fact that, in trade between countries i and j, if country i has high barriers with other partner countries, this will reduce the relative price of country j goods and hence, increase imports of  i from j. 


� Rose (2000) estimated that the volume of trade between countries with a common currency is more than three times greater than between countries with different currencies. However, some criticism has been directed at this finding, which has been considered to be overestimated (see, for instance, Yeyati, 2003). 


� See for instance, Kandogan (2004) for a presentation of the “augmented” version.


�For instance, if � EMBED Equation.3  ��� is log-normal with variance � EMBED Equation.3  ��� then: 


� EMBED Equation.3 ���.


�Among others, Dhar and Panagariya (1999) argued that total trade should not be the dependent variable, since it imposes equality of coefficients on imports and exports, a criticism that is widely accepted. 


�We have also estimated the equation for the export flows but, as expected, the results do not fully coincide. This may be due to the possible inaccuracies in export data and also to the fact that exports and imports are computed differently and the differences between cif (for imports) and fob (for exports) may vary according to each specific flow. 


� Many authors use GDP per capita together with GDP. We have opted to estimate the effects of GDP and population separately in order to simplify their interpretation. Indeed, the alternative option implies that not only is the coefficient of population restricted to be a function of the coefficient of the GDP, but also the effect of the latter is not directly read by only one coefficient.  


� This is a common variable in studies that include the CEEC. See, for instance, Beers and Biessen (1996).


� Nonetheless, Baldwin (1994), Bayoumi and Eichengreen (1997), Beers and Biessen (1996), Boisso and Ferrantino (1997) and Paas (2002), among others, make use of income at PPP.


� Some authors, such as Christie (2002), substitute the capital by a major city that seems to be closer to the country’s economic centre of gravity. In this respect, we opted to consider Amsterdam, rather than Den Haag, as the Dutch capital.


� Also known as “as the crow flies”, which is technically defined as the great-circle distance between the two latitude-longitude combinations.


� Christie (2002), attempted to take account of border waiting times by making use of a transport time matrix between the main transport nodes of the CEEC, but concluded that this specific variable does not clearly outperform the traditional distance measure.


� See Martínez-Zarzoso and Nowak-Lehmann (2003) for an inclusion of infrastructure facilities endowments (namely,  in terms of road, rail, maritime and air infrastructures) in a gravity model.


� Polak (1996) used a location index equal to the sum of all bilateral distances weighted by partners’ GDPs.


� Source: www.wcrl.ars.usda.gov/cec/java/lat-long.htm


� See, for instance, Kösekahyaoğlu (1994).


� The Delta method is used to obtain the variance of non-linear functions of parameters estimators. See Greene (2007) for details. 
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